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Abstract

Informations are the oil of the 21st century, and analytics is the combustion engine.Therefore,we
are surrounded by the huge amount of data that is produced every day and will remain unuseful for
humans unless making it available with new tools and technologies.Automatic text summarization
has becomes an important way of finding relevant information precisely in large text in a short time
with little efforts. Text summarization approaches are classified into two categories: extractive and
abstractive.in this work, we want to experiment the impact of RNN for both approches with Arabic
text. We will discuss its advantages and shortcomings in comparison with the available models.

Key words: RNN , Automatic text summarization , Abstractive summary , Extractive sum-
mary , Arabic text .

Résumé

L’information est le pétrole du 21e siècle, l’analytique est le moteur à combustion. Nous sommes
donc entourés par l’énorme quantité de données qui sont produites chaque jour et qui resteront inu-
tilisables pour l’homme si elles ne sont pas rendues disponibles grâce aux nouveaux outils et aux
nouvelles technologies. Le résumé automatique de texte est devenu un moyen important de trouver
des informations pertinentes précisément dans un grand texte en peu de temps et avec peu d’efforts.
Les approches de résumé de texte sont classées en deux catégories : extractives et abstractives.Dans
ce travail, nous voulons expérimenter l’impact de la RNN pour les deux approches avec des textes
Arabes. Nous discuterons de ses avantages et de ses inconvénients en comparaison avec les modèles



disponibles.

Mots clés:RNN, résumé automatique du texte,résumé abstrait, résumé extractif, texte arabe.
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Introduction

The information age quickly revolutionizing the way transactions are completed and has changed
our whole environment. Now We are surrounded by data, not in a metaphoric sense; it is a physical
reality. Internet, television and radio signals are circulation in the air and we receive them by our mo-
bile devices everywhere. Data servers in counts of millions have connected all the planet like a spider
web. A considerable portion of this stream of new data is textual.it is cover almost most of the avail-
able text corpus, like books, journals and newspapers, it is also connected to millions of organizations,
companies, universities and research centers, and individual users that are creating content everyday
in the websites, blogs, social networks etc. These information is left unusable unless we find a way to
make it available for users. Automatic Text Summarization is an attempt to decrease the size of a data
while keeping its valuable content. The two primary methods of summarization can be classified into
abstractive and extractive summarization. The abstractive summarization uses linguistic methods to
examine and interpret the text to generate a new shorter summary that conveys important information
from the original document.On the other hand an extractive summary, in contrast, is composed with
a selection of sentences and text part, phrases, paragraphs from the source text. In general, topic
identification, interpretation, summary generation, and evaluation of the generated summary are the
key challenges in text summarization and even more challenging with arabic text.Around 1950’s the
resources were not sufficient to make an abstractive summarization systems due the difficulties to de-
sign and replicate an abstractive algorithm that is close to how a brain receive process and regenerate
information .Up until recently neural network based models demonstrated that has the potential to be
the ultimate accurate text summarizer if we make it learn from a human style as accurate as possible.
as a result we adopted recurrent neural network based model on both the abstractive and extractive
approaches for summarization task of Arabic text. This thesis is organized as follow : In the first
chapter, we will present the important Components of automatic summarization along with natural
language processing ,In the second chapter, we will explore the evolution of sequential deep neural
models to the recent RNN models .In the third chapter, we implement extractive RNN model using
sentences classification in conjunction with an abstractive RNN model .In the last chapter, we will
compare the results with a other models to clearly explain the behavior of the main models on our
summarization task
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Chapter 1

Automatic text summarization

1.1 Introduction

Currently, we enjoy quick access to enormous amounts of information. However, most of this
information is redundant, insignificant, and may not convey the intended meaning. Therefore, using
automatic text summarizers capable of extracting useful information that leaves out inessential and
insignificant data is becoming vital. Implementing summarization can enhance the readability of
documents, reduce the time spent in researching for information, and allow for more information to
be fitted in a particular area. In this chapter we present the different types and approaches used in
the automatic summarization of texts, then we talk about the different techniques of natural language
processing and the methodologies of it ,in the end we discussed how the evaluation of summary
works.

1.2 Definition

A summary is a short text which contains the important information of the original text, and
which is less than half of the original text and usually too less than that.Automatic text summarization:
is the process of shortening a text document with software, in order to create a summary that represents
the most important or relevant information within the original content, and it becomes critical when
someone needs a quick and accurate summary of very long content if done manually. However,
when this is done by means of a computer, we call it Automatic Text Summarization (ATS). Text
summarization can broadly be divided into two categories:Extractive Summarization and Abstractive
Summarization.
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1.2.1 Extractive Summarization

This method relies on extracting several parts, such as phrases and sentences, from a piece of
text and stack them together to create a summary, in another way, it identifies the important sentences
or phrases from the original text and extract them to the final summary, Their are some techniques
to identify the principal sentences and measuring their importance namely Topic Representation, and
Indicator Representation [14]. In the Topic Representation technique, assumed that there are a given
topic for the text corpus. The summarizer explores the corpus to find the words that are closer to the
topic and measures their frequency to score the importance of the sentences.

Figure 1.1: Text summarization by extraction.

1.2.2 Abstractive Summarization

Abstractive Summarization is the automatic production of summaries by abstraction, which
comes from the field of artificial intelligence, the constitution of a summary by an application must
go through the total or partial understanding of the text. For that reason, the abstractive summary is
based on understanding and finding the most essential meaning of the original text and rewriting it in
fewer words, Abstractive summarization is closer to what a human usually do. He conceives the text,
compares it with his memory and related information, and then recreate its core in a brief text. That
is why the abstractive summarization is more challenging than the extractive method.

Figure 1.2: Text summarization by abstraction.
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1.3 Automatic summarization approaches

Under the two methods cited above, several approaches were proposed where the most common
are the following:

1.3.1 Surface level approaches

This approach looks at cue words and phrases like "in conclusion", "important", "in this paper"
or complete sentences containing them which are then rearranged to form a coherent summary. It was
developed in[15].The words are selected based on their term frequency (important sentences contain
frequently appearing words), location (words and phrases in titles and headings are of relevance) and
special words found in the original document.

1.3.2 Corpus based approaches

The main idea of the Corpus-Based approach is that instead of looking for term frequency using
the original content, a corpus is made from similar contents and relevance of a word is calculated for
example by the TF-IDF (Term Frequency -Inverted Document Frequency) formula, where tf is the
frequency of the word in the document and idf is the inverted document frequency.

1.3.3 Cohesion based approaches

Surface level and Corpus-based approaches fail to account relations between sentences in a doc-
ument. For example, in the sentence, "I told him to make the report", the pronoun “him” could be
put into the summarized text without even mentioning the person being referred to which making it
difficult to understand. Text cohesion identifies relations among of the document terms and those
determining text connectivity. Lexical chains are used in this method [16]. They are a grammatically
independent sequence of words that express the cohesive structure of the text. For example, a lexi-
cal chain can be presented as: [Rome � capital � city � inhabitant]. The lexical chains provide
the solution to the problem faced in the previous summarization methods i.e. loss of context after
generation of the summary.

1.3.4 Graph based approaches

With graph-based approach, the document is represented in the form of undirected graph. There
is a node for every sentence. An edge between two nodes is drawn if there is a relation between these
two nodes. A relation can be a cosine similarity above a threshold, or any other type of relationships.
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After drawing a graph; it is possible to view the sub-graphs of connected nodes as a cluster of distinct
topics covered in the document[17]. This yields two results: For query-specific summaries, sentences
may be selected only from the pertinent sub-graph, while for generic summaries sentences would be
selected from each sub graph for best coverage.[18]

Figure 1.3: Text Summarization Graph-Based representation[1]

1.3.5 Machine learning based approaches

Machine learning approaches are based on machine learning algorithms in order to produce
summaries. Machine learning approaches deal with the summarization process as a classification
problem, sentences are classified to summary and non-summary sentences based on the features that
they have. Hidden Markov Models (HMM)[19][20][21][22], and Bayesian[23] rule are examples on
Machine learning summarization approaches, where set of training documents and their extractive
summaries are given.

1.3.5.1 Naïve-Bayes method

Naïve-Bayes method was first used in [24] by using Bayesian classifier to determine if a sentence
should be extracted or not. The system was able to learn from data. Some features used by their
system include the presence of uppercase words, length of sentence, structure of phrase and position
of words. The author assumed the following: s = a certain sentence, S = the sentences in the summary,
and F1, Fk = the features.

P (s ∈ S|F1, F2, ..Fk) =

∏k
i=1 P (Fi|s ∈ S) ∗ p(s ∈ S)∏k

i=1 P (Fi)
(1.1)

In equation (1.1)[24] , Sentences are scored based on these features and the formula is used to
calculate the score, the highest ranking sentences are extracted.
Th naïve-bayes classifier was also used in DimSum [25], which used term frequency (tf) which is the

5



number of times that a word appears in a sentences and inverse document frequency (idf) which is the
number of sentences in which a word occurs, to know words that hold point at the key concepts of a
document.

1.3.5.2 Hidden Markov model

A hidden Markov model is a tool for denoting probability distributions over sequences of obser-
vations. If we represent the observation at time t by the variable Yt, we assume that the observation
are sampled at discrete, equally-spaced time intervals, so t can be an integer-valued time index. The
two defining properties of hidden Markov model are: the assumption that the observation at time t
was generated by some process whose state St is hidden from the observer and the assumption that
the state of the hidden process satisfies the Markov property i.e. given the value of St-1, the current
state St is independent of all the states prior to t-1[26].

Figure 1.4: Summary of Hidden Markov models[2]

Two sentence reduction algorithms were proposed in [27]. Both were template-translation based
which means that they don’t need syntactic parser to represent the original sentences for reduction.
One was founded on example-based machine-translation which does a good job of in the area of
sentence reduction. On the other hand in specific cases, the computational complexity can be ex-
ponential. While the second one was an addition to the template-translation algorithm through the
application of Hidden Markov model, the model employs the set of template rules that was learned
from examples to overcome the problem of computational complexity.

1.3.5.3 Neural Network method

Artificial Neural Networks(ANN) are one of the most popular and powerful classes of machine
learning algorithms. ANN is used to generate summaries of arbitrary length news articles. A neu-
ral network is trained on a corpus of articles. The neural network is then modified, through fusion
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to produce a summary of the most ranked sentences of the article. Through feature fusion, the net-
work discovers the importance of various features used to determine the Summary-worthiness of each
sentence[28].
For example, the features are selected according to position of document or position of the sentence.
In ANN architecture presented in Figure 1.5, the following seven features are used :

f1 = Paragraph follows title (Paragraph Position)
f2 = Paragraph location in document
f3 = Sentence location paragraph
f4 = First sentence in paragraph
f5 = Sentence Length
f6 = Number of thematic words in sentence
f7 = Number of title words in sentence

Figure 1.5: The Neural Network after Training[3]

1.4 Natural Language Processing

Natural language processing (NLP) is a field of computer science that seeks to create oncepts,
find methods, and construct software that is able to comprehend, study, and produce natural human
languages to enable human interaction with computers through writing and speech. In other words,
NLP helps computers identify the ways in which humans use language.Over the last decade, Arabic
has begun to gain ground in the area of research within NLP. Therefore, much works targeted different
aspects related to how this language are processed such as Machine translation ,ATS. And how to
present the characteristics of the Arabic language also to classify the works handling it.
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1.4.1 Arabic Natural Language Processing (ANLP)

Arabic natural language processing (ANLP) has attracted many researchers after significant re-
search has been carried out on English NLP and that of other languages. Many ANLP laborato-
ries have been established. Recently, ANLP has received more attention, and several applications
have been developed including text categorization, web page spam detection, and sentiment analysis
[29][30]. However, developing ANLP tools requires additional efforts due to two principal difficul-
ties: the combination of letters in the Arabic language and the removal of diacritics that represent the
vowels [31].

1.4.2 Arabic language

Arabic is an Afro-Asiatic language that developed in the Middle East. More than 250 mil-
lion individuals speak the Arabic language across the world [29]. The Arabic languagewas widely
disseminated after the emergence of Islam,although it existed centuries before the religion. As a uni-
versalreligion, Islam has delivered the Arabic language to its followers, estimated to be 1.5 billion
people [29]. Historically speaking, Arabic is rooted in Classical Arabic (CA), which has been used as
the Arab peoples’ native language since 600 AD. It is associated with Islam and the Quran. However,
over the centuries, the languagehas evolved and been simplied to create what is known as Modern
Standard Arabic (MSA). The terminology and the linguistic features of MSA differ from those of
CA, but the structure of words and sentences have remained. In addition to CA and MSA, each
region has a dialect of Arabic spoken in the community (between friends and family) [32].

1.4.3 ANLP and machine learning

Recently, ANLP tools are developed using machine learning algorithms. Machine learning (ML)
falls within the domain of artificial intelligence. The goal of such technologies is to enable comput-
ers to learn without explicit programming. ML has been successfully applied in many difficult and
complex computing tasks (such as ANLP) without designing and programming explicit algorithms.
In addition, the range of ML algorithms that yield satisfactory results has led ML to become vastly
involved in ANLP and NLP in general.

1.4.4 NLP processing steps

To extract an information from any content depends and rely on some levels of text extraction,
or a full-up NLP techniques.and there are five primary steps involved in the NLP process.
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Figure 1.6: NLP processing steps

• Lexical Analysis : It involves identifying and analyzing the structure of words. Lexicon of a
language means the collection of words and phrases in a language. Lexical analysis is dividing
the whole chunk of text into paragraphs, sentences, and words,It uses some techniques includ-
ing lemmatization which has the objective of reducing a word to its base form and grouping
together different forms of the same word, sentence breaking which places sentence boundaries
in large texts and stemming which divides words with inflection in them to root forms.

• Syntactic Analysis (Parsing) : It involves analysis of words in the sentence for grammar and
arranging words in a manner that shows the relationship among the words. Syntax techniques
used include parsing (i.e grammatical analysis for a sentence) and morphological segmentation
which divides words into groups.

• Semantic Analysis : It draws the exact meaning or the dictionary meaning from the text. The
text is checked for meaningfulness. It is done by mapping syntactic structures and objects in the
task domain.The techniques that NLP uses with semantics include word sense disambiguation
which derives meaning of a word based on context, Named entity recognition which deter-
mines words that can be categorized into groups, and natural language generation which will
use a database to determine semantics behind words.

• Discourse Integration :The meaning of any sentence depends upon the meaning of the sen-
tence just before it. In addition, it also brings about the meaning of immediately succeeding
sentence.

• Pragmatic Analysis : During this, what was said is re-interpreted on what it actually meant. It
involves deriving those aspects of language which require real world knowledge

Natural Language Processing plays a critical role in supporting machine-human interactions.As
more research is being carried in this field, we expect to see more breakthroughs that will make
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machines smarter at recognizing and understanding the human language. Natural language processing
is concerned with the creation of artifacts that accomplish tasks. The operative question in evaluating
an NLP algorithm or system is therefore the extent to which it produces the results for which it was
designed. In the following section we will discuss some summary evalution methods.

1.5 ATS Evaluation

Since summaries tend to be more and more oriented towards specific needs, it is necessary to
tune existing evaluation methods accordingly. However, the Evaluation of a summary is a difficult
task because there is no ideal summary for a document or a collection of documents and the definition
of a good summary is an open question to large extent [33]. Thus, Human evaluated the summary
is expensive way of summarization and a difficult task for him which means the automation of the
task is even more challenging and hard to assess. Therefore , we will clearly need a sophisticated
evaluation methods which can handles all these difficulties.

1.5.1 Evaluation methods

A lot of diverse approaches for summary evaluation have been proposed in the last two decades.
This prevents us from being exhaustive. We will instead focus on the methods that have been widely
used during recent evaluation campaigns (especially during the last Text Analysis Conferences or-
ganized by NIST): Recall-Oriented Understudy for Gisting Evaluation (ROUGE) which is a fully
automatic method, PYRAMID (a mixed method) and a series of indicators resulting from a manual
evaluation and we will talk about other popular methods as well.

1.5.2 Manual Methods

The most obvious and simple way to evaluate a summary is to have assessors evaluating its
quality. For example, for DUC (Document Understanding Conference), the judges had to evaluate
the coverage of the summary, which means they had to give a global score assessing to what extent
the candidate summary covers the text given as input. In more recent frameworks, and especially in
TAC (Text Analysis Conference), query-oriented summaries have to be produced: judges then have
to evaluate uery given in input [33].

1.5.3 Automatic Methods

In order to facilitate the summarization evaluation process, several metrics were proposed. We
detail here the most popular measures: Recall-Oriented Understudy for Gisting Evaluation (ROUGE),
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Pyramid, GEMS and BLEU.

1.5.4 ROUGE

ROUGE is an informatively measure widely used in summarization area[34]. It measures how
much of the information in human summaries are reproduced in automatic summaries. Although, it is
a very simple measure (which computes the number of common n-grams in the human and automatic
summaries), it includes measures to automatically determine the quality of a summary by comparing
it to other (ideal) summaries created by humans. ROUGE is based on the calculation of Recall,
Precision and F-measure. The Recall indicates the percentage of the content in the human summary
that is reproduced in the automatic summary and evaluate the completeness, or how much information
in the reference summaries are covered by the automatic summary. it can be computed as:

Recall =
numberofoverlappingwords

Totalwordsinreferencesummary
(1.2)

The Precision indicates the percentage of the content in the automatic summary that is relevant,
and evaluate the correctness, or how much information in the summary are also in the reference
summaries. We notice that there is a tradeoff between precision and recall (increasing one tends to
decrease the other). Precision can be computed as:

Precision =
numberofoverlappingwords

Totalwordsinreferencesummary
(1.3)

F-measure combines both measures, being a unique indication of the system performance. The
basic way how to compute the F-score is to count a harmonic average of precision and recall:

F =
2 ∗ P ∗R
P +R

(1.4)

Below is a more complex formula for measuring the F-score:

F =
(β2 + 1) ∗ P ∗R
β2 ∗ P +R

(1.5)

There are Four different ROUGE measures are available: ROUGE-N, ROUGE-L, ROUGE-W, and
ROUGE-S

• ROUGE-N : is Overlap of N-grams between an automatic summary and a set of manual sum-
maries. Let p be "the number of common n-grams between candidate and reference summary",
and q be "the number of n-grams extracted from the reference summary only", ROUGE-N is
calculated as:

ROUGE −N =
p

q
(1.6)
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• ROUGE-L :computes the ratio between the length of the two summaries LCS and the length of
the reference summary. One advantage of using Longest Common Subsequence (LCS) is that it
does not require consecutive matches but in-sequence matches that reflect sentence level word
order as n-grams. The other advantage is that it automatically includes longest in-sequence
common n-grams, therefore no predefined n-gram length is necessary. ROUGE-L is calculated
as:

LCS(X, Y ) =
length(X) + length(Y )− editdi(X, Y )

2
(1.7)

where X and Y are representations based on sequences of words or lemmas, LCS(X,Y) is the
length of the longest common subsequence between X and Y , length(X) is the length of the
string X, and editdi(X,Y) is the edit distance of X and Y .

• ROUGE-W: The basic LCS also has a problem that it does not differentiate LCSes of dif-
ferent spatial relations within their embedding sequences. To improve the basic LCS method,
we introduce another metric called ROUGE-W or weighted longest common subsequence that
favors LCS with consecutive matches. Route-W can be computed efficiently using dynamic
programming N.

• ROUGE-S: measure the overlap ratio of skip-bigrams between a candidate summary and a set
of reference summaries. For example, sentence "police killed the gunman" has C(4.2) = 6 skip-
bigrams: ("police killed", "police the", "police gunman", "killed the", "killed gunman", "the
gunman").

• ROUGE-SU: One potential problem for ROUGE-S is that it does not give any credit to a
candidate sentence if the sentence does not have any word pair co-occurring with its references.
To accommodate this, we extend ROUGE-S with the addition of unigram as counting unit. The
extended version is called ROUGE-SU.

1.5.5 Generative Modelling for Evaluation of Summaries (GEMS)

This method [35] suggests the use of signature for analyzing that how they are captured in au-
tomatic summaries. The signature terms are calculated on the basis of part-of-speech tags, such as
nouns or verbs query terms and terms of reference summaries. The distribution of the signature terms
is calculated in the source document and then the possibility of a summary being biased towards such
signature-terms is gained.

1.5.6 BLEU

This measure is looking at how much the words (and/or n-grams) in the machine generated
summaries appeared in the human reference summaries, or the n-grams overlap between the output
and reference translations with a penalty for shorter outputs, is known as BLEU (short for "Bilingual
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evaluation understudy" which people literally only ever say when explaining the acronym) and was
developed by [36]. It’s a very popular metric in NLP, particularly for tasks where the output of a
system is a text string rather than a classification. This includes machine translation and, increasingly,
natural language generation.

1.5.7 Pyramid

As we have seen, ROUGE measures are based on the discovery of perfect matches between some
sequences of the candidate summary and some of the reference summaries. These methods are thus
inefficient if the candidate summary has been produced using reformulation techniques. PYRAMID
[37] is supposed to overcome some of these issues. This evaluation is more precise than ROUGE but
requires some manual work to identify summarization content units (SCUs) that are used for compar-
ison of information in summaries, associate linguistic expressions to them and calculate the weights
necessary for the evaluation. However, according to [38], this method seems to better correlate with
human judgements than ROUGE probably because it takes into account some of the semantics of the
text.

1.6 Conclusion

Automatic Text Summarization is one of the most challenging and interesting problems and one
of the most important processes in the field of Natural Language Processing (NLP). In this chapter,
we presented the different types and approaches used in the automatic summarization of texts, then
we talked about how evaluation of summary works and then we explained steps and techniques used
in Naturel language processing. The next chapter will focus on Deep neural networks and how they
can be used in the NLP tasks. We will more focus on Recurrent Neural Network which are the most
appropriate with ATS tasks.
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Chapter 2

Deep neural networks

2.1 Introduction

Automatic text summarization has consequently became popular, and until recently text sum-
marization was dominated by unsupervised information retrieval models. In [39], demonstrated that
the neural-based continuous models are promising for text summarization This marked the beginning
of the widespread use of neural network-based text summarization models, because of their superior
performance compared to the traditional techniques. . In this chapter we present the various model of
deep learning also the different types of neural network used in the automatic summarization of texts,
then we detail the recurrent neural network (RNN) architecture and we explain the work of it .

2.2 Machine learning

Machine learning (ML)is an application of artificial intelligence (AI) that provides systems the
ability to automatically learn and improve from experience without being explicitly programmed.ML
focuses on the development of computer programs that can access data and use it to learn for them-
selves.The process of learning begins with observations or data, such as examples, direct experience,
or instruction, in order to look for patterns in data and make better decisions in the future based on
the examples that we provide. The primary aim is to allow the computers learn automatically without
human intervention or assistance and adjust actions accordingly.ML algorithms are often categorized
as supervised, unsupervised, and reinforcement learning.
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2.3 machine learning methods

2.3.1 Supervised Learning

Supervised learning as the name indicates the presence of a supervisor as a teacher. Basically
supervised learning is a learning in which we teach or train the machine using data which is well
labeled that means some data is already tagged with the correct answer. After that, the machine is
provided with a new set of examples (data) so that supervised learning algorithm analyses the training
data (set of training examples) and produces a correct outcome from labeled data [4]. Supervised
learning classified into two categories of algorithms:

• Classification: is a problem that is used to predict which class a data point is part of which is
usually a discrete value.

• Regression: is a problem that is used to predict continuous quantity output. A continuous out-
put variable is a real-value, such as an integer or floating point value.

Figure 2.1: Supervised machine learning, the algorithm learns from labeled data
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2.3.2 Unsupervised Learning

Unsupervised learning is the training of machine using information that is neither classified nor
labeled and allowing the algorithm to act on that information without guidance. Here the task of
machine is to group unsorted information according to similarities, patterns and differences without
any prior training of data. Unlike supervised learning, no teacher is provided, that means no training
will be given to the machine. Therefore, machine is restricted to find the hidden structure in unlabeled
data by our-self[4].

Unsupervised learning classified into two categories of algorithms:

• Clustering: the process of organizing objects into groups whose members are similar in some
way.

• Association: An association rule learning problem is where you want to discover rules that
describe large portions of your data, such as people that buy X also tend to buy Y.

Figure 2.2: Unsupervised machine learning
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2.3.3 Reinforcement Learning

Reinforcement learning is an area of Machine Learning introduced by [40] and [41] . It is
about taking suitable action to maximize reward in a particular situation. It is employed by various
software and machines to find the best possible behavior or path it should take in a specific situation.
Reinforcement learning differs from the supervised learning in a way that in supervised learning the
training data has the answer key with it so the model is trained with the correct answer itself whereas in
reinforcement learning, there is no answer but the reinforcement agent decides what to do to perform
the given task. In the absence of training dataset, it is bound to learn from its experience.

Types of Reinforcement: There are two types of Reinforcement:

• Positive: Positive Reinforcement is defined as when an event, occurs due to a particular behav-
ior, increases the strength and the frequency of the behavior. In other words it has a positive
effect on the behavior.

• Negative: Negative Reinforcement is defined as strengthening of a behavior because a negative
condition is stopped or avoided.

2.4 Deep learning

Deep learning is a subset of machine learning where artificial neural networks, algorithms in-
spired by the human brain, learn from large amounts of data. Similarly, to how we learn from ex-
perience, the deep learning algorithm would perform a task repeatedly, each time tweaking it a little
to improve the outcome [42]. We refer to ‘deep learning’ because the neural networks have various
(deep) layers that enable learning [42]. Just about any problem that requires “thought” to figure out
is a problem deep learning can learn to solve. Hence, neural networks are sometimes referred to deep
neural networks as well. Usually there are 3-4 hidden layers in a simple neural network while a deep
neural network usually can have tens or hundreds of hidden layers. Deep learning models with neural
network architectures are trained, so that the models can learn features automatically by analyzing
the labeled examples. Hence, The performance of a deep learning system increases with the increase
of the amount of data. In traditional machine learning approaches, the performance becomes constant
after certain steps, while the performance of the deep learning systems increases with the increase of
the amount of data.
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2.5 Neural Network

A neural network (NN) is a type of machine learning which models itself after the human brain,
creating an artificial neural network that via an algorithm allows the computer to learn by incorpo-
rating new data. NN is formed of a set of neurons connected between each other. The number of
neurons to construct a neural network can be hundreds or even millions which are arranged in a series
of layers. The hidden layers stay in between the input and output layers. The number of hidden layer
can be zero or more.There are several types of NN used in machine and deep learning

2.5.1 Artificial Neural Networks (ANN)

An artificial neural network (ANN) is a computational model based on the structure and functions
of biological neural networks[43]. Information that flows through the network affects the structure of
the ANN because a neural network changes or learns in a sense based on input and utput. In a neural
network, there are input and output layers, as well as hidden layers in most of the cases. The hidden
layers take the inputs, transform the inputs, and pass them to the output layer Figure 2.3 demonstrates
an ANN structure. ANNs are considered nonlinear statistical data modeling tools where the complex
relationships between inputs and outputs are modeled or patterns are found. ANN is also known as a
neural network.

Figure 2.3: A schematic artificial neural network (ANN) with two hidden layers and a single neuron
output

2.5.1.1 Global Architecture

Neural networks are organized in various layers:

• Input layer: the input layer neurons receive the information supposed to explain the problem
to be analyzed;
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• Hidden layer: the hidden layer is an intermediate layer allowing neural networks to model
nonlinear phenomena. This said to be “hidden” because there is no direct contact with the
outside world. The outputs of each hidden layer are the inputs of the units of the following
layer.

• Output layer: the output layer is the last layer of the network; it produces the result, the
prediction.

2.5.1.2 Artificial Neural Network Concepts

• Inputs: Source data fed into the neural network, with the goal of making a decision or predic-
tion about the data. Inputs to a neural network are typically a set of real values; each value is
fed into one of the neurons in the input layer.

• Training Set: A set of inputs for which the correct outputs are known, used to train the neural
network.

• Outputs: Neural networks generate their predictions in the form of a set of real values or
boolean decisions. Each output value is generated by one of the neurons in the output layer.

• Neuron/perceptron: The basic unit of the neural network. Accepts an input and generates a
prediction. Each neuron accepts part of the input and passes it through the activation function.
Common activation functions are sigmoid, TanH and ReLu. Activation functions help generate
output values within an acceptable range, and their non-linear form is crucial for training the
network.

• Weight Space: Each neuron is given a numeric weight. The weights, together with the activa-
tion function, define each neuron’s output. Neural networks are trained by fine-tuning weights,
to discover the optimal set of weights that generates the most accurate prediction.

• Forward Pass: The forward pass takes the inputs, passes them through the network and allows
each neuron to react to a fraction of the input. Neurons generate their outputs and pass them on
to the next layer, until eventually the network generates an output.

• Error Function: Defines how far the actual output of the current model is from the correct
output. When training the model, the objective is to minimize the error function and bring
output as close as possible to the correct value.

• Backpropagation: In order to discover the optimal weights for the neurons, we perform a
backward pass, moving back from the network’s prediction to the neurons that generated that
prediction. This is called backpropagation. Backpropagation tracks the derivatives of the ac-
tivation functions in each successive neuron, to find weights that brings the loss function to
a minimum, which will generate the best prediction. This is a mathematical process called
gradient descent.
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2.6 Activation Function in Neural Network

The activation function is a mathematical “gate” in between the input feeding the current neuron
and its output going to the next layer. It can be as simple as a step function that turns the neuron
output on and off, depending on a rule or threshold. Or it can be a transformation that maps the input
signals into output signals that are needed for the neural network to function.

Figure 2.4: A Simple working of Activation Function[4]

2.6.1 Types of Activation Functions

2.6.1.1 Binary Step Function

A binary step function is a threshold-based activation function. If the input value is above or
below a certain threshold, the neuron is activated and sends exactly the same signal to the next layer.

Figure 2.5: Graph of A binary step function[4]

2.6.1.2 Linear Activation Function

A linear activation function takes the form:A = cx .It takes the inputs, multiplied by the weights
for each neuron, and creates an output signal proportional to the input. In one sense, a linear function
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is better than a step function because it allows multiple outputs, not just yes and no.

Figure 2.6: Graph of Linear Activation Function[4]

2.6.1.3 Non-Linear Activation Functions

Modern neural network models use non-linear activation functions. They allow the model to
create complex mappings between the network’s inputs and outputs, which are essential for learning
and modeling complex data, such as images, video, audio, and data sets which are non-linear or have
high dimensionality.

Figure 2.7: Graph of Non-Linear Activation Functions[4]

2.6.2 List of common Activation Functions

2.6.2.1 Sigmoid

A sigmoid function is a type of activation function, and more specifically defined as a squashing
function. Squashing functions limit the output to a range between 0 and 1, making these functions
useful in the prediction of probabilities.
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2.6.2.2 ReLU

ReLU stands for rectified linear unit, and is a type of activation function. Mathematically, it
is defined as y = max (0, x). It is the most commonly used activation function in neural networks,
especially in CNNs. If you are unsure what activation function to use in your network, ReLU is
usually a good first choice.

2.6.2.3 Tanh

Tanh is also like logistic sigmoid but better. The range of the Tanh function is from (-1 to 1).
Tanh is also sigmoid (s - shaped).and the advantage is that the negative inputs will be mapped strongly
negative and the zero inputs will be mapped near zero in the Tanh graph.

Figure 2.8: Graph of commonly used activation functions[5]

2.7 Types of ANN

2.7.1 neural network (CNN)

A convolutional neural network (CNN) is a specific type of artificial neural network that uses
perceptions a ML unit algorithm for supervised learning to analyze data. A CNN is also known as
a ConvNet Like other kinds of artificial neural networks, it has an input layer, an output layer and
various hidden layers. Some of these layers are convolutional, using a mathematical model to pass
on results to successive layers. These layers take the input, transform the input, and then feed the
transformed input into the next layer. The layers can detect patterns by using filters. Each layer has a
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large number of filters. Filters are represented by a matrix, which are moved over the original matrix
and multiplied with the corresponding index of the original matrix, and sums them up to convolve
the required features. This simulates some of the actions in the human visual cortex. CNNs are
a fundamental example of deep learning, where a more sophisticated model pushes the evolution
of artificial intelligence by offering systems that simulate different types of biological human brain
activity. CNNs can be applied to image processing [44], natural language processing and other kinds
of cognitive tasks.

Figure 2.9: CNN structure used for image recognition[6].

2.7.1.1 CNN building technique

This progression is one among the foremost vital strides of the task and It contains 3 sections

• Convolution: The essential role of Convolution is to extricate highlights from the image. Con-
volution saves the spatial connection between pixels by learning image highlights utilizing little
squares of information.

• Pooling: :Pooling is also known as subsampling or downsampling and it reduce the size of the
spatial dimension by sub-sampling their inputs, which is applied after the convolutional layers
, Pooling layer is normally inserted periodically between two successive convolutional layers
. Pooling is very important to provide a fixed size output matrix and reduce the complexity of
the output dimensions.

• Flattening: The matrix changed over into a linear array that to enter it into the hubs of our
neural system.

2.7.2 Recurrent Neural Networks (RNN)

Recurrent Neural Network (RNN) [45] are a type of Neural Network where the output from
previous step are fed as input to the current step. In traditional NNs, all the inputs and outputs are
independent of each other, but in cases like when it is required to predict the next word of a sentence,
the previous words are required and hence there is a need to remember the previous words. For ex-
ample, we take a sequence of two words. We are told to predict the third word of the sequence. It
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would be a lot easier for the model to predict the third word if it knew the first two words. Thus, RNN
came into existence, which solved this issue with the help of a Hidden Layer. The main and most im-
portant feature of RNN is Hidden state, which remembers some information about a sequence.RNN
have a “memory” which remembers all information about what has been calculated. It uses the same
parameters for each input as it performs the same task on all the inputs or hidden layers to produce
the output[46]. This reduces the complexity of parameters, unlike other neural networks.

Figure 2.10: An unrolled recurrent neural network[7].

The above figure shows a RNN being unfolded into a full network. By unfolding we simply
mean that we are repeating the same layer structure of network for the complete sequence.

• Xt: is the input at time step t. Xt is a vector of any size N.

• A is the hidden state at time step t. It’s the “memory” of the network.

It is calculated based on the previous hidden state and the input at the current step. Represented by
At= f (W Xt +U At -1). Here W and U are weights for input and previous state value input. And f is
the non-linearity applied to the sum to generate final cell state.

2.7.2.1 Training through RNN

• A single time step of the input is provided to the network.

• Then calculate its current state using set of current input and the previous state.

• The current ht becomes ht-1 for the next time step.

• One can go as many time steps according to the problem and join the information from all the
previous states.

• Once all the time steps are completed the final current state is used to calculate the output.
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• The output is then compared to the actual output i.e the target output and the error is generated.

• The error is then back-propagated to the network to update the weights and hence the network
(RNN) is trained.

2.8 Recurrent neural network architecture types

2.8.1 Fully Recurrent Neural Network

Fully recurrent neural network (FRNN) developed in the [47] , which can learn temporal se-
quences, either in batch mode or online. FRNN consists of two layers, input and output layer of linear
and non-linear units, resp. The units in input layer is fully connected to every units of output layer
by adjustable weights. Each unit has a real-valued time-varying activation function. The output units
have some knowledge of their prior activations, which feedback the activations to the input layer
units. Learning in FRNNs is by mapping input sequences and activations, to another set of output
sequences. This continue to feedback to input sequences and finding output sequences over multiple
time steps, and over time discover abstract representations.

2.8.2 Recursive Neural network

Network created in differentiable graph like structure by recursively applying same set of weights
to network in topological order. Such networks are also trained by automatic differentiation [48] in
reverse mode. It corresponds to linear chain structure and are used in natural language processing,
processing distributed representation of structure. Variation of recursive neural network is Recursive
Neural Tensor Network which uses tensor-based composition function on every network nodes.

2.8.3 Bi-directional RNN

Bi-directional Recurrent Neural Network predicts each element of a finite sequence based on
its past/previous and future/next situation. It works in both direction for processing sequence from
left-to-right and right-to-left and concatenating their output. This technique is useful when combined
with Long Short-Term Memory (LSTM) [47].

2.8.4 Long Short-Term Memory (LSTM)

Long Short Term Memory (LSTM) network which was invented by [49], LSTM is a system
which can learn task by using deep learning and avoids vanishing gradient problem [50]. LSTM is
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normally improved by recurrent gates called "forget" gates and to learn tasks it requires memory of
event happened in history,It can be learned by Connectionist Temporal Classification (CTC) which
achieves both alignment and recognition for weights. The core concept of LSTM’s are the cell state,
and it’s various gates. The cell state acts as a transport highway that transfers relative information all
the way down the sequence chain.

Figure 2.11: LSTM Cell and It’s Operations[8].

2.8.4.1 Gates of LSTM

The gates are different neural networks that decide which information is allowed on the cell state.
The gates can learn what information is relevant to keep or forget during training
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Figure 2.12: The architecture of a LSTM[8].

• Forget gate This gate decides what information should be thrown away or kept. Information
from the previous hidden state and information from the current input is passed through the
sigmoid function. Values come out between 0 and 1. The closer to 0 means to forget, and the
closer to 1 means to keep. The information we need to forget is determined by the following
equation:

ft = σ(W (f)xt + U (f)ht − 1) (2.1)

where xt is the input in time step t, and ht−1 is the activation output of the previous time step.
Both of them are multiplied by their corresponding weight (W (f) and U (f ) and added together.
Then they are passed through a sigmoid activation function.

• Input Gate In the input gate pass the previous hidden state and current input into a activation
function. That decides which values will be updated by transforming the values to be between
0 and 1. 0 means not important, and 1 means important. [20] First, to determine which value it
needs to update ,it use the following equation:

tt = σ(W (i)xt + U (i)ht−1) (2.2)

The new candidate values, Cttemp is calculated using the following:

cttemp = tanh(W (c)xt + U (i)ht−1) (2.3)

where tanh is an activation function for this layer which represents the output within -1 and 1.
Finally, the memory content in the current time step is determined by the following equation:

cttemp = ft � Ct−1 + it � Cttemp (2.4)
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where Ct − 1 is the memory content from the previous time step, and represents the Hadamard
product operation.

• Output Gate The output gate decides what the next hidden state should be. And the hidden
state contains information on previous inputs. The hidden state is also used for predictions.
First, passing the previous hidden state and the current input into a sigmoid function. Then
passing the newly modified cell state to the tanh function. multiply the tanh output with the
sigmoid output to decide what information the hidden state should carry. The output is the
hidden state. The new cell state and the new hidden is then carried over to the next time step ,
To determine what information is going to pass through the output the following two equations
will achieve that :

ot = σ(W (0)xt) + U (o)ht− 1 (2.5)

ht = ot � tanh(Ct) (2.6)

2.8.5 Gated Recurrent Units (GRU)

The GRU was first introduced by[51],it is the newer generation of Recurrent Neural networks
and is pretty similar to an LSTM. GRU’s got rid of the cell state and used the hidden state to transfer
information. A GRU consists of an update gate and a reset gate [44]. These two gates can decide
which information to carry forward for passing on to the next iteration. The main advantage of using
GRU is that they can be used to keep track of long sequences without vanishing it, even if it is not
relevant to the prediction. Figure 2.13 shows a basic structure of single GRU unit.

Figure 2.13: The internal structure of a gate recurrent unit (GRU)[9].

• Update Gate(z): Update Gate determines how much of the past knowledge needs to be passed
along into the future. It is analogous to the Output Gate in an LSTM recurrent unit. It update
the gate zt for each time step by the following formula:
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zt = σ(W (z) + U (z)ht−1) (2.7)

where xt is the input in time step t, and h(t−1) is the activation output of the previous time step.
Both of them are multiplied by their corresponding weight (W (z), and U (z)) and added together.
Then they are passed through a sigmoid activation function [52]).

• Reset Gate(r): Reset Gate determines how much of the past knowledge to forget. It is analo-
gous to the combination of the Input Gate and the Forget Gate in an LSTM recurrent unit. It
calculate this by the following formula:

rt = σ(W (r) + U (r)ht−1) (2.8)

where xt is the input in time step t, andh(t−1) is the activation output of the previous time step.
Both of them are multiplied by their corresponding weight (W (z), and U (z)), and added together.
Then they are passed through a sigmoid activation function.

2.9 Sequence to sequence Architecture

Seq2seq turns one sequence into another sequence. It does so by use of a RNN or more often
LSTM or GRU to avoid the problem of vanishing gradient. The context for each item is the output
from the previous step[53]. build a Seq2Seq model can be on any problem which involves sequential
information. This includes Sentiment classification, Neural Machine Translation, and Named Entity
Recognition those are some very common applications of sequential information.

Figure 2.14: Sequence to sequence Architecture[10].

Seq2Seq models are typically implemented with the help of two recurrent neural networks (usu-
ally an LSTM or GRU). In the most basic version, the input/source sequence is fed token-by-token
to the first RNN (encoder), which computes a vector representation for the whole sequence. This
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vector representation becomes the starting point for the second RNN (decoder), which generates the
output/target sequence, again in a token-by-token manner. Since generation of text summarization is
the focus of this thesis work, LSTM based sequence-to-sequence models are used with an encoder
LSTM an decoder LSTM.

2.9.1 LSTM Encoder

An Encoder LSTM reads the entire input sequence wherein, at each timestep, one word is fed
into the encoder. It then processes the information at every timestep and captures the contextual
information present in the input sequence.

2.9.2 LSTM Decoder

The decoder is also an LSTM network which reads the entire target sequence word-by-word and
predicts the same sequence offset by one timestep. The decoder is trained to predict the next word in
the sequence given the previous word.

2.9.3 Conclusion

In this chapter, we have discussed the various methods of deep learning that are employed in
text summarization process and also the techniques that are developed over the years. We have also
discussed the activation functions, which have been used to evaluate the results obtained by deep
learning approaches. We have focused on LSTM RNN architecture which has been commonly used
for the text summarization purpose. we have found that this method gives results either better or at
par to the traditional models. It has been found that the encoder-decoder models with LSTM and
GRU are the most widely used approaches for the summarization purpose. In the following chapter,
we will detail our deep text summarization model.
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Chapter 3

Contribution

3.1 Introduction

Our contribution consists of adapting, testing and comparing two deep summarization approaches
using Arabic text. The two appraoches used LSTM-RNN models. The first one is based on an ab-
stractive model where the second one is based on extractive one. Training and testing are conducted
on EASC (Essex Arabic Summaries Corpus)[54] . Summarization process starts with preprocessing,
division on traning and testing dataset and then fitting and testing models. The main objective is to
compare effectivness of deep abstractive and extractive approaches when dealing with Arabic text. It
should be noted that in order to adapt and test the above cited apporaches, several updates are carried
on at different levels.

3.2 Abstractive summarization approach

The implemented abtractive appraoch consists of an LSTM-RNN sequence2sequence model. It
was originally carried on English text [55]. Abstractive Summarization creates a shorter and informa-
tive version of a text document by extracting important information from the text and generating new
sentences using that information. Therefore, we adapte summarization model in order to deal with
Arabic language. The model use RNN-sequence-2-sequence architecture which basically comprises
of Encoder and Decoder models connected sequentially so as to generate an output (Arabic Sum-
mary) for a given input ( Arabic Text). The decoding algorithm will be able to accept and generate
longer sequences than the previous sequence-to-sequences models and fix all problems caused by a
such adaptation.
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3.3 Abstractive summarizer architecture

In order to build the summarization model, several processing steps are followed (Figure 3.1).
The process starts with a dataset preparation step, in which, text preprocessing and cleaning are
executed. In order to prepare model input data, a tokenization process is then realised. The process
ends with model building. In what follows, we describe step-by-step the different processing levels.

Figure 3.1: System architecture to build the model.

3.3.1 Dataset description

dataset (EASC) is an Arabic natural language resources. It consists of 153 Arabic articles and
765 human-generated summaries of those articles, organized in ten categories Each article is accom-
panied with five references summaries. These summaries were generated using Mechanical Turk .
We take the entire dataset for training our model. Among the major features of EASC are Names
and extensions are formatted to be compatible with current evaluation systems such as ROUGE. The
dataset is Available in two encoding formats UTF-8 and ISO-8859-6 (Arabic). The following table
shows the details of EASC corpus :
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Articles Number of articles Wikipedia Alwatan Newspaper Alrai Newspaper

Art and Music 10 6 3 1

Education 7 4 2 1

Environment 33 32 0 1

Health 17 11 3 3

Finance 17 2 15 0

Politics 21 9 5 7

Religion 8 7 1 0

Science and Technology 16 11 5 0

Sport 10 10 0 0

Tourisms 14 14 0 0

Total 153 106 34 13

Table 3.1: EASC corpus article categories.

3.3.2 Preprocessing

Data preprocessing is a crucial and decisive step in machine learning applications [56] A mere
flaw in a dataset is a potentially disastrous move and can ruin hours and days of training proce-
dure.Therefore, Performing basic preprocessing steps is very important before getting to the model
building part . the preprocessing strategies are taken for EASC datasets .The articles are long. They
are sometimes bigger than the average. Figure 3.2 shows the distribution of the sequences. This way
guarantees that almost the instances have equal size and the rest are smaller. In this step all the un-
wanted symbols, characters are droped from the text that do not affect the objective of the problem
.There are many important steps in data preprocessing some of them are as follows:

Figure 3.2: Pre-processing steps.

33



• Remove any text inside the parenthesis ( ):because they provide extra information about
something else in the sentence.

• Eliminate punctuations and special characters: Removing punctuation from the text like
I can’t use the {$ - _ . , ; : ? !} and also the symbols like

• Remove stopwords: Stopword removal is the process of removing stop words. (words which
do not convey any information, such as " 	áÓ , úÎ«" etc. which are insignificant in feature score
calculation), they must be removed to simplify the task of the summarizer.

Moving on to the data preprocessing step, data cleaning is implemented along with removal of
stopwords in order to make data ready for our model. This phase is implemented separately for both
summary and complete text of the training model.

3.3.3 Data cleaning

Data cleaning is not simply about erasing information to make space for new data, but rather
finding a way to maximize a data set’s accuracy without necessarily deleting information. We will
perform the below cleaning tasks for our data:

3.3.3.1 Text cleaning

It means we will perform the cleaning preprocessing tasks for the articles of our dataset as shown
in figure below:

Figure 3.3: An example of Text cleaning.
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3.3.3.2 Summary cleaning

It means we will clean the text of every summary we have in our dataset and add the “START”
and “END” special tokens at the beginning and end of the summary as shown in figure below:

Figure 3.4: An example of Summary cleaning.

3.3.4 Sequence distribution analysis

In order to get the correct parameters of our input and output data, we analysed text and sum-
maries length (474919). This will help us fix the maximum length of the model sequences.

Figure 3.5: Sequences distribution.

According to Figure 3.5 Article maximum length is fixed to 350. This seems to be the average
text length. Similarly, summaries maximum length is fixed to 80.

3.3.5 Data Splitting

This step consists of dividing our dataset into two subsets:
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• Training set:it is a subset to train a model.

• Test set:it’s a subset to test the trained model

We’ll use 90% of the dataset as the training data and evaluate the performance on the remaining
10% (holdout set)

Figure 3.6: Splittig Data for Machine Learning

3.3.6 Tokenization

Word tokenizer tokenizes words into separate entities within a sentence (Figure 3.7). This step
is especially important if we want to calculate the feature scores of individual words of a sentence for
deducing important sentences in a document.

Figure 3.7: An example of word tokenization

Also a tokenizer builds the vocabulary and allows to vectorize a text corpus, by turning each text
into either a sequence of integers (each integer being the index of a token in a dictionary) or into a
vector where the coefficient for each token could be binary , and we have to tokenize both the articles
and the summaries of the entire dataset.
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3.3.7 Model building

In the model building phase, the main objective is to build a text summarizer where the input is
a long sequence of words (in a text body), and the output is a short summary (which is a sequence as
well).This problem can be modeled as a Many-to-Many Seq2Seq problem, Seq2seq maps 2 sequences
to each other that are not necessarily in the same size, in two steps: Compressing the first sequence,
and then inferring the output from it. This architecture has two side named encoder and decoder
that are both LSTM layers.The LSTM take a sequence of tokens as input and transform them into a
sequence of hidden states. the hidden state are calculated for both the readers, and combine the result
using the following equations[57] :

~ht = LSTM( ~ht−1, E( ~Wt)) (3.1)

~ht = LSTM( ~ht−1, E( ~Wt)) (3.2)

ht = [~ht, ~ht] (3.3)

Where, E(wt) denotes the embedding vector of the input word w at the time step t; (wt) is word
w in the reversed sequence. The dimension of the final hidden state is two times of the embedding
dimension of the input word in both unidirectional LSTMs. The embedding layer converts the each
word in the input sentence to the embedding vector. When processing the i-th word in the input
sentence, the input and the output of the layer are the following:

• the one-hot vector which represents i-th word.

• the embedding vector which represents i-th word

Each embedding vector is calculated by the following equation:

~xt = E(s)xi (3.4)

E(s) ∈ RD∗|V (s)| is the embedding matrix of the encoder.

The Embedding layer is defined as the first hidden layer of a network. It must specify 3 argu-
ments:

• Input_dim:This is the size of the vocabulary in the text data.
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• Output_dim:This is the size of the vector space in which words will be embedded. It defines
the size of the output vectors from this layer for each word.

• Input_length:This is the length of input sequences, as you would define for any input layer of
a Keras model. .

LSTM gates are updated in every time step according to the following equations[?]

it = σ(W(i)Ext−1 + bi +Whiht−1) + bhi (3.5)

ft = σ(W(f)Ext−1 + bi +Whtht−1) + bf (3.6)

ot = σ(W(o)Ext−1 + bi +Whoht−1) + bho (3.7)

ctemp = tanh(W(c)Ext−1 + bi +Whcht−1) + bhc (3.8)

ct = ft � Ct−1 + it � Cttemp (3.9)

ht = ot � tanh(ct) (3.10)

Where,W represents the weight matrices and b represents bias vectors respectively which are
learnable parameters, t represents the current time step, x represents the input tokens to the LSTM, E
represents the word embedding of the input token, and c represents the memory content of the LSTM.
Both ht and ct are initialized as 0.

LSTM are preferred as there components because they are capable of capturing long term de-
pendencies by overcoming the problem of vanishing gradient. Below is a typical Seq2Seq model
architecture:
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Figure 3.8: Seq2Seq model architecture[11]

The Encoder receives the input data step by step. At each time step the state of the hidden layer
is looped back and combined with the input data. At the end of this procedure, the hidden layer of
last time step holds a state which has been affected by all the elements in the sequence or has retained
the memory of the whole sequence in a single layer. The name of Encoder originates here, because
it encodes a long sequence to the state of a hidden layer which is a vector. e.g. a 200-dimensional
vector.The hidden state (hi) and cell state (ci) of the last time step are used to initialize the decoder.the
below diagram will illustrates this process:

Figure 3.9: The architecture of an encoder[11]

by using the hidden state of last time step as the representation of input sequence, the encoder
converts the input to a vector. this vector has been putted in the first time step of the decoder. Having
the hidden state of the encoder in the first timestep of decoder, it gives an output, which is a vector,
then the closest word vector are found in the dictionary to the output a word vector either. To measure
how the output of that timestep matches the target word a score can be calculated from their multipli-
cation. the probability of every output word can be calculated with that score using a normalization
technique called softmax and in each the model select the most probable word in the output and put in
in the input of the next layer. The algorithm will stop after entering the special token which indicates
the end of the sequence is reached.
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Figure 3.10: The architecture of an decoder[11]

<start> and <end> are the special tokens which are added to the target sequence before feeding
it into the decoder. The target sequence is unknown while decoding the test sequence. So, we start
predicting the target sequence by passing the first word into the decoder which would be always the
<start> token. And the <end> token signals the end of the sentence.

3.3.8 Attention mechanism

As useful as this encoder-decoder architecture is, there are certain limitations that come with
it.the encoder works only for short sequences since the decoder is looking at the entire input sequence
for the prediction , the problem is in case of long sequences. It is difficult for the encoder to memorize
long sequences into a fixed length vector this is where the concept of attention mechanism comes into
the picture[58] . It aims to predict a word by looking at a few specific parts of the sequence only,
rather than the entire sequence. Let’s consider a simple example [11] to understand how Attention
Mechanism works:

• Source sequence:? �
I

	
K@ AîD

.
m�

�
' ú




�
æË @

�
é

	
�AK
QË @ ù



ë AÓ

• Target sequence: �
ékAJ.�Ë@ I. k@ A

	
K @

The first word A
	
K @ in the target sequence is connected to the fourth word �

I
	
K@ in the source se-

quence, right? Similarly, the second-word I. k@ in the target sequence is associated with the fifth

word I. m�
�
' in the source sequence.therefore , instead of looking at all the words in the source se-

quence, we can increase the importance of specific parts of the source sequence that result in the
target sequence. This is the basic idea behind the attention mechanism. The Attention layer will be
added to selectively choose the relevant information while discarding the non-useful information by
cognitively mapping the generated sentences with the inputs of encoder layer
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Figure 3.11: An attention-based seq2seq model[12].

The final layer to add is the Dense Layer acompained by softmax activation function whitch
is mathematically represents the matrix vector multiplication in neurons and it’s used to change the
dimensions of the vectors for processing between various layers.

Workflow of Attention Mechanism To truly grasp how attention mechanism works leads to get
through this steps:

• The encoder outputs the hidden state (hj) for every time step j in the source sequence

• Similarly, the decoder outputs the hidden state (si) for every time step i in the target sequence

• We compute a score known as an alignment score eij based on which the source word is aligned
with the target word using a score function. The alignment score is computed from the source
hidden state hj and target hidden state si using the score function. This is given by[57]:

eij = score(si, hj) (3.11)

where eij denotes the alignment score for the target timestep i and source time step j. There
are different types of attention mechanisms depending on the type of score function used. We ve
mentioned a few popular attention mechanisms below:
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Name Score function

Dot-Product score(si, hj) = stihj

Additive score(si, hj) = vta tanh (wa[si, hi])where Wa and Va are the trainable weight matrices

General score(si, hj) = stiwahj where wa is a trainble weight matrix

Table 3.2: popular attention mechanisms[11]

• Normalize the alignment scores using softmax function to retrieve the attention weights (aij)
[57]:

aij = ee
ij

/

Tx∑
k=1

ee
ik

(3.12)

• Compute the linear sum of products of the attention weights aij and hidden states of the encoder
hj to produce the attended context vector (Ci)[57]:

Ci =
Tx∑
j=1

aijhj (3.13)

• The attended context vector and the target hidden state of the decoder at timestep i are concate-
nated to produce an attended hidden vector Si :

Si = concatenate([si;Ci]) (3.14)

• The attended hidden vector Si is then fed into the dense layer to produce yi

yi = dense(Si) (3.15)

3.3.9 Model hyper-parameters

The parameters defined in the model an Embedding layer with a number of hidden units of 300
and a vocabulary of 350 (e.g. integer encoded words from 0 to 350, inclusive), a vector space of 32
dimensions in which words will be embedded, and 5 LTSM layers with an attention layer to solve the
problem of the long sequence and concatenate layer which concatenate attention output and decoder
LSTM output and the final layer is Dense layer which is considerate as an output accompained by
Softmax activation function . the detaills of Hyper-parameters model are presented in the figure below
.
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Figure 3.12: Model Hyper-parameters.

3.3.10 Model compiling

In this step and in order to compile the model. Sparse categorical cross-entropy used as the
loss function. With this option an integer sequence is converted to a one-hot vector automatically
which helps us to overcome memory issues. This also allow us to keep integer sequences as targets
(predictions). A one-hot vector is used to distinguish each word in a vocabulary from every other
word in the vocabulary.

3.3.11 Model Training

In the training phase.The process of training ML model involves providing an ML algorithm (that
is the learning algorithm) with training data to learn from. The term ML model refers to the model
artifact that is created by the training process.The training data must contain the correct answer, which
is known as a target or target attribute. The learning algorithm finds patterns in the training data that
map the input data attributes to the target (the answer desired to predict), and it outputs the model
that captures these patterns.Therefore, the model are trained with a batch size set to 10 and it will
be fit for 100 training epochs and the test dataset are used in the validation set in order to monitor
the performance of the model on a holdout set during training, the effect will be more time between
weight updates and expect faster and more stable estimates of the gradient, which should result in a
more stable performance of the model during training.and When the training is complete, it is always
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a good idea to save the model since the training can take several hours depending on the size of the
data.

Figure 3.13: Representation of training model process.

3.3.12 Model testing

After training, the model is tested on new source sequences for which the target sequence is
unknown. So, we need to set up the inference architecture to decode a test sequence:

Figure 3.14: the inference architecture to decode a test sequence[11]

In machine learning, model testing is referred to as the process where the performance of a fully
trained model is evaluated on a testing set. The testing set consisting of a set of testing samples should
be separated from the both training and validation sets, but it should follow the same probability
distribution as the training set.Each testing sample has a known value of the target. Based on the
comparison of the model’s predicted value, yi There are multiple steps to decode the test sequence:
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• Encode the entire input sequence and initialize the decoder with internal states of the encoder

• Pass <start> token as an input to the decoder

• Run the decoder for one timestep with the internal states

• The output will be the probability for the next word. The word with the maximum probability
will be selected

• Pass the sampled word as an input to the decoder in the next timestep and update the internal
states with the current time step

• Repeat steps 3 – 5 until we generate <end> token or hit the maximum length of the target
sequence

3.3.13 Predicition

After the Fit methods train our dataset, we will evaluate our model We can finally use our model
to predict and generate the new summary ,as shown in the figure below:

Figure 3.15: representation of prediction model process

3.4 Extractive summarization approach

In this approach, we consider text summarization as a sequence classification problem. the im-
plemented approch is inspired from a sentiment analysis classification [59]. Extractive summarization
means identifying important sections of the text and generating them and producing a subset of the
sentences from the original text.The approach we adapte for automatically text summarization is
supervise extractive text summarization based on classification method using neural network, This
depends very much on how our data is formed as an input like each sentence of the articles will be
accompanied by class which implies sentence1 is in the original summary and sent2 isn’t and we will
use LSTM layers to make a prediction whether the sentence should be in the summary or not and
will Train it based on this to make an improvement results of the generated summary based on Rouge
evaluation .The main steps followed in this classification process are presented in the following figure:
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Figure 3.16: System architecture to build the model.

3.4.1 Dataset preparation

We have used the same dataset use in the abstractive approach Preparing the corpus depends
very much on how the data is formed as inputs and how it going to be as an output,as an input we
split every article into sentences [sent1, sent2,. . . ] and each sentence will be associated with a
class indicating if the sentence is a summary sentence or not according to its presence or not in the
reference summaries the output should be like [0,1,1,0...] where 1 refers to sentences in the summary
and 0 if not.This process will be saved in a CSV file as mentioned in the figure 3.16 :

Figure 3.17: Dataset description.
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3.4.2 Preprocessing

Sentences pre-processing is the first step in this approach, it converts the Arabic sentences to
a form that is suitable for our method . These pre-processing tasks include Punctuations removal,
Latin characters removal, Digits removal and normalization. These linguistic are used to reduce the
ambiguity of words to increase the accuracy and the effectiveness of our approach.

3.4.3 Tokenization

Tokenization is a method for dividing texts into tokens; Words are often separated from each
other by blanks (white space, semicolons, commas, quotes, and periods). These tokens could be
individual words (noun, verb, pronoun, and article, conjunction, preposition, punctuation, numbers,
and alphanumeric) that are converted without understanding their meaning or relationships. The list
of tokens becomes input for further processing.

3.4.4 Splitting the corpus

After preparing the EASC corpus, it will be divided into two parts. The first part is made up of
90% of the corpus used as training data. The second part, which is made up of the remaining 10% is
reserved for the validation and testing of the learning model.

3.4.5 Model building :

After the dataset preparation ,it’s the appropriate time to define, compile and fit the LSTM model.
The first layer is the Embedded layer that uses 32 length vectors to represent each word. The next layer
is the LSTM layer with 100 memory units (smart neurons). Finally, because this is a classification
problem a Dense output layer are used with a single neuron and a sigmoid activation function to make
0 or 1 predictions for the two classes (summary and no summary) in the problem. RNNs like LSTM
generally have the problem of overfitting. Dropout layer can be applied between layers because It’s
a powerful technique for combating overfitting in your LSTM models. This can be done easily by
adding new Dropout layers between the Embedding and LSTM layers and the LSTM and Dense
output layers to have the desired impact on training with a slightly slower trend in convergence and a
lower final accuracy. The model could probably use a few more epochs of training and may achieve
a higher skill.
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Figure 3.18: Model Hyper-parameters.

3.4.6 Compile the model:

Before the model is ready for training, it needs a few more settings. These are added during the
model’s compile step:

• Loss function :This measures how accurate the model is during training. You want to minimize
this function to "steer" the model in the right direction.

• Optimizer: This is how the model is updated based on the data it sees and its loss function.

• Metrics: Used to monitor the training and testing steps.

In order to compile the model and Because it is a binary classification problem, log loss is used
as the loss function “binary_crossentropy”. The efficient ADAM optimization algorithm is used and
the evaluation metric used is “accuracy” to monitor the training and testing phase .

3.4.7 Training the model:

In this step, the data are used to incrementally improve the model’s ability to predict whether a
given sentence is going to be a part of the summary or not. This process then repeats for the entire
given sentences. Each step of training have an accuracy of the prediction also a loss value to evaluate
the progress of learning, The model is trained for 100 epochs with a batch size of 64.Some of the
results are shown in the figure below :

48



Figure 3.19: the results of training the model.

3.4.8 Prediction:

The trained model are evaluated for the test set to check the accuracy, finally the model are used
to predict whether a given sentence is in the summary or not ,the result are shown in the figure below:

Figure 3.20: Representation of prediction model process
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3.5 Conclusion :

In this chapter, we have presented our contribution for Arabic text summarization. we have
implemented two different approaches. The first one concerns a deep abstractive approach. It is
based on RNN-LSTM seq2seq model. The second one is a deep extractive approach and in which we
have modeled the summarization task as a classification problem.The implementation details and the
evaluation will be described in the following section.
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Chapter 4

Implementation and Evaluation

4.1 Introduction

Evaluating the quality of automatically produced summaries is subjective (there is no "perfect"
summary), rather difficult and remains an open problem.To make a good summary it has to be compa-
rable and evaluated to so called good summary. To do so, there are a variety of possible bases for the
comparison of summarization systems performance.Therefore, the system summary can be compared
to the source text, to a human-generated summary or to another system summary. In terms of evaluat-
ing summaries on sentence level can be done semi-automatically by measuring content overlap with
precision, recall, and F1 measure. An extracted sentence is considered acceptable if the same sentence
was extracted in a reference summary. This process cannot be automatized because reference sum-
maries are created by human judges. Some semi-automatic evaluation methods used nowadays are:
Rouge that will be discussed and used as the method of evaluation in this chapter .In What follows of
this section we will show the progress and the results of our text summarization approaches in the test
phase, which will help us to consider the possible improvements.We start by presenting and describ-
ing the methods used in the evaluation. And then we present the evaluation result for the abstractive
approach and the extractive one. In a further experiment, we will compare the obtained result with
those obtained by TextRank algorithm and an extractive fine-tuned version of BERT transformer.

4.2 Software Configuration for implimentation

Cloud computing services cover a vast range of options now, from the basics of storage, net-
working, and processing power through to natural language processing and artificial intelligence as
well as standard office applications. Pretty much any service that doesn’t require you to be physically
close to the computer hardware that you are using can now be delivered via the cloud.In the recent
years the only solutions for performing huge computations, was using supercomputers which use ar-
rays of CPUs to do many computations in parallel. Therefore in this work we use Google Colab. To
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make the executions faster , it has free Jupyter notebook environment that runs completely on Google
Cloud and uses Google Compute Engine backend for all the computations. It is very easy to write
and execute the code as it does not require any installation on your local machine. All we need is a
web browser to access the colaboratory. Colab offers both GPU and TPU hardware accelarators for
free with our Google free tier account up to a certain computational power.That is, we can change the
runtime type while executing our code. The free GPU offered is 1xTesla K80, 2496 CUDA cores and
free TPU includes TPU v2, 8 cores, approx 12 GB RAM with a maximum RAM limit up to 36 GB,
Consequently for our implementation we have used the GPU accelarator.

4.3 Experimental Results and Evaluation

Experiments are conducted on EASC [54]. The dataset is formed of 153 Arabic articles and 765
human-generated extractive summaries of those articles.. The articles were collected from Arabic
Wikipedia and news paper. The selected articles cover different topics: art and music, environment,
politics, sports, health, finance and insurance, science and technology, tourism, religion and educa-
tion. We evaluated summarization quality automatically using ROUGE [34]. We report unigram and
bigram overlap (ROUGE-1 and ROUGE-2) as a means of assessing informativeness and the longest
common subsequence (ROUGE-L) as a means of assessing fluency.

4.3.1 Rouge

The Rouge measure [34] is based on the Bleu metrics used in machine translation tasks. The
idea is to compare the differences between the distribution of words in the candidate summary and
the distribution of words in the reference summaries. Given h reference summaries and a candidate
summary they are split into n-grams to calculate the intersection of n-grams between the references
and the candidate. This process is illustrated in figure 4.1 .

Figure 4.1: The basic idea of ROUGE for evaluation of summaries [13].
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4.3.1.1 ROUGE-N

Formally, ROUGE-N metric is calculated from the co-occurrences of n-grams between the can-
didate and reference summaries as shown by formula 5.1 in [13] where the numerator is the maximum
number of co-occurrences of ngrams in both reference and candidate summary and the denominator
is the total sum of the number of n-grams present in the reference summaries.

• ROUGE-1: refers to the overlap of 1-gram (each word) between the system and reference
summaries.

• ROUGE-2: refers to the overlap of bigrams between the system and reference summaries.

4.3.1.2 ROUGE-L

measures the longest sequence of words that matches between the system generated summary
and the reference summary. LCS (Longest Common Subsequence) is used to find the longest se-
quence, which allows in-sequence matches rather than consecutive matches.ROUGE-L can be com-
puted in following way :

Rlcs =

∑u
i=1 LCSu(ri, C)

m
(4.1)

Plcs =

∑u
i=1 LCSu(ri, C)

n
(4.2)

Flcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs

(4.3)

Where,
Rlcs :Recall score
Plcs :Precision score
Flcs :F-Measure
ri :reference summary sentence
C :candidate summary
m :number of words in reference summary
n :number of words in candidate summary
β :it is the factore that controls relative importance between precision and recall scores
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4.4 Result of abstractive summarization model

We successfully managed to implement the attentive encoder-decoder RNN abstractive summa-
rizer, we trained the Model on a small data for most of its training time, and for 100 epochs on 100,000
sentence and size batch set to 10 with 22,448,217 parameter. We used 300-dimensional encoder and
decoder cells, 32-dimensional vectors, and a vocabulary size of 350. The loss decreased from 7.6503
to 0.0637.and validation accuracy increased from 0.1946 to 0.5188 this results means that the model
was very well trained during almost 65% of the entire training time and it is capable of predecting and
generating new summary with 51% chance of taking the right choices to predect new summaries.the
progress of training are presented in the figure 4.2:

Figure 4.2: Representation of the behavior of the model over time .

4.5 Evaluation experiments on abstractive summarization model

In this section we present the result for supervised models for summarization. For this puproses
we trained our models on 688 human extracted summaries and evaluated on 77 human extracted
summaries. Figure 4.3 compiles the performance result for abstractive summarization strategies.
Because of the lack of our dataset content number the results of abstractive LSTM-RNN’s was a bit
low in all metrics. For example, Rouge- 1 ,Rouge- 2 and Rouge- L are given for Recall 0.21 , 0.14
and 0.19 respectively, and for Precision the results was 0.24,0.16 and 0.21 respectively.We observe
that the precision ratio is higher than recall in all metrics which means that the system do take the
best choices every time for the generate summaries but the ratio is lower than precision ratio which
also means that produced summaries are less informative but it capture a good amount of important
information in the articles. In term of fluency Rouge-L results has proven that the generate summaries
are written in well formed for Arabic langage .
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Figure 4.3: ROUGE evaluation for abstractive summrization model.

4.6 Result of extractive summarization model

For the recurrent neural network component in the sentence classification extractor The embed-
ding layer size in the model was 500 with vocabulary size of 50 and an embedding vector size of 64
we have also used a single-layered LSTM network with size 100.. We performed binary cross-entropy
training with a batch size of 64 for 100 training epochs. It took around half an hour on google collab
GPU to train. After each epoch, we evaluated our model on the validation set and chose the best
performing model for the test set. As shown in the Figure below the graph curve gets significant dips
in both the training and validation accuracy and loss during the entire training time.the loss decreased
from 0.6938 to 0.6887.and validation accuracy increased from 0.3983 to 0.4416. this results means
that the model was well trained and it is capable of predecting and generating new summary with
44.16% chance of taking the right choices to predect whether given sentence is in the summary or
not.
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Figure 4.4: diagnostic plots to understand the behavior of the model over time

4.7 Evaluation experiments on extractive summarization model

As presented in the Figur 4.5 we evaluate extractive summarization model based on classification
RNN method. The model are doing a good job of separating summary-sentences from non-summary
sentences.but for supervised RNN’s extractive model should outperform other techniques and it is
obviously this model are getting behind on Rouge metric because the process of sentence labeling
wasn’t perfoming very well for classification the articles and the main reason why is some special
characteres in our data was interrupting the classification process for example "


@" (hamza) .As result

the Rouge-1 , Rouge-2 and Rouge-L are given at Recall 0.36 , 0.23 and 0.33 respectively, and at
Precision 0.35,0.23 and 0.32 respectively. We notice that recall ratio is higher than precision ratio in
all metrics which means that produced summaries are more informative and capable of extracting the
valuable informations from the original text and less precise in making important decisions and In
term of fluency Rouge-L results has proven that the generate summaries are written in well formed
for Arabic langage .
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Figure 4.5: ROUGE evaluation for extractive classifier RNN model

4.8 Discussion

In this section we compare the result of testing abstractive and extractive summarization model
on ROUGE metrics .According to the results that was mentioned in Figure 4.3 and 4.5 .Extractive
Model outperform the abstractive model with significant difference in all metrics .the extractive sum-
maries are more informative and much related to the main topics and very well labeled because
whereas the abstractive summaries were written in a good form but less precise at predicting the right
words in the right places and introducing unknown words out of nowhere , this is very likely due to
the huge lack of data in our corpus that was needed from the RNN model but in the end it was a good
results for an abstractive model to be able to do such a performance .

4.9 Further experiment

In a further experiment and in order to compare the obtaned result with other systems and al-
gorithms, we have implemented two algorithms. the first one is the TextRank and the second one
is a fine-tuned model based on Bert transformer. TextRank is a text summarization technique which
is used in Natural Language Processing to generate Document Summaries.TextRank uses an extrac-
tive approach and is an unsupervised graph-based text summarization technique [60]. BERT (Bidi-
rectional transformer) is a transformer used to overcome the limitations of RNN and other neural
networks as Long term dependencies. It is a pre-trained model that is naturally bidirectional. This
pre-trained model can be tuned to easily to perform the NLP tasks [61].
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4.9.1 Experiment with Text-Rank

In this experiment we measured the generated summaries from text-Rank summarizer with hu-
man summaries from the angle of the studied evaluators. The correlation results can be found in
Figure 4.6 , We can observe that when comparing summaries with human abstracts, ROUGE mea-
sures demonstrate the best performance. The measure showing the best correlation was ROUGE-1
with no significant differences in results with ROUGE-2 and ROUGE-L and the reason is the abstrac-
tors usually put in the abstract some words not contained in the original text and this can make the
main topics of the abstract and an extractive summary different. Another reason is that the abstracts
were sometimes not long enough to find the main topics and therefore to use all terms in evaluation,
as ROUGE does.

Figure 4.6: ROUGE evaluatione for Text_Rank model

4.9.2 Experiment with BertSumm-RNN :

The experimental results on EASC corpus are shown in Figure 4.7 . The implemention was based
BERT architecture with small parameters randomly initialized and only trained on the summarization
task. Bert model architecture has 6 layers, the hidden size is 512 and the feed-forward filter size is
2048. The model is trained with same settings following [62]. as illustrated in the Figure BERTSUM
with LSTM achieved a good performance on all three metrics. The BERTSUM model does not have
an obvious influence on the summarization performance. The experiment proved that the result of
ROUGE-1 and ROUGE-L are simulaire and better than ROUGE 2 and the result was logical because
from the definition of ROUGE-N and ROUGE-L. In other part, we observe that precision ratio is
higher than recall ratio in all metrics which means that produced summaries are less informative (low
recall) but the precision ratio is higher than recall which means that the system make the good choices
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every time.

Figure 4.7: ROUGE evaluation for BertSum-RNN model

4.10 Overall discussion :

The experiments were done using EASC data set with a various models such as BERT-RNN,Text-
Rank,extractive, abstractive models. As mentioned before ROUGE was used to evaluate the sum-
maries. ROUGE-1, ROUGE-2, ROUGE-L were used as the evaluation metric under ROUGE. The
results are shown in Appendix A and the average results for the participants models is shown in ta-
ble 4.1. As seen from the table, for comparing the ROUGE results of our systems with those of the
BERT summarization based on RNN and Text-Rank systems , we found that our systems results are
very close to them. The results obtained by the Text-rank summarizer are comparable and slightly
better than the extractive summaries based on classification RNN this is very logical because the hu-
man summaries are based on extractive method ,Even thought the classification extractive summaries
outperform both bert-RNN and abstractive summaries in all terms of redundancy and fluency and
informativeness .For the abstractive summries that were shown as the less performing results Out of
all systems summaries due the lack of the amount data that needed from the model to be well trained
and much performing . Regarding the other systems , they all performed good and These results
should only be taken to be indicative.However,Text-Rank appears to be a better method for extractive
summaries as we are comparing summaries on the sentence level. It is worth noting that the main
results obtained from abstractive summarizer are in line with results
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Model Rouge-1 Rouge-2 Rouge-L

Abstractive-RNN 0.22 0.15 0.19

Extractive classification 0.36 0.23 0.33

Text-Rank 0.51 0.46 0.48

BERT-RNN 0.24 0.16 0.24

Table 4.1: ROUGE evaluation for various model.

4.11 Conclusion :

This chapter illustrates briefly the process of implementing the adopted systems by specifying
the software configurations , platforms , the environment features used, and the approaches we took to
achieve our purposes. In the second part ,we presented the experimental results where we notice that
performance with the classification method on extractive approach showed a higher quality than the
abstractive approach and we realize that the lack of resources can be a serious problem particularly
for evaluation purposes,. As a future work, we consider to enhance the informative scoring technique
by implementing Bi-Directional LSTM which is capable of capturing the context from both the di-
rections and results in a better context vector, increase the training dataset size and build the model
and Implement pointer-generator networks and coverage mechanisms.
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conclusion

Automatic text summarization is the data science problem of creating a short, accurate, and
fluent summary from a longer document. Humans are generally good at this type of task as it involves
first understanding the meaning of the source document and then distilling the meaning and capturing
salient details in the new description and the main goal of this thesis was automatically creating
abstractive and extractive summaries of arabic text and have the resulting summaries as good as those
written by humans with The most recent researches raised in this field through the last years. At first,
different approaches of automatic text summarization are described including the main appoaches, as
well as the basics techniques and methodologies of natural language processing. After that the various
methods of deep learning also the different types of neural network used in ATS are presented along
with the recurrent neural network (RNN) architecture as the adopted model architecture for the main
approaches. Finally a contribution based on adapting,testing and comparing both deep abstractive
and extractive approaches when dealing with Arabic text are managed. As a conclusion, Techniques
and methodologies for Arabic text summarization are still immature due to the inherent complexity
of the Arabic language in terms of both structure and morphology and it’s still in its initial stage
compared to the work done in English and other languages . In this thesis ,We adapted two approaches
of automatic summarization conducted on an arabic text ,both of them used LSTM-RNN models.
The first one is based on an abstractive model where the second one is based on extractive model
using sentences classification. Summarization process starts with preprocessing, division on traning
and testing dataset and then fitting and testing models for both the approaches.then the resulting
summaries are evaluated with a human summaries throught Rouge metrics.the results obtained are
compared to other recent and modern works aiming to improve there quality. This work has been
very helpfull for us due the rich information and knowledge gained throughout our researchs and
studies . we’ve emerged a lot of computer science field such as :Artificial Intelligence with software
development .It gave us the opportunity to implement python programming language to explore the
large field of ATS with deep learnig and made us realise what we need to improve our work for
Arabic language in the near future .As future work, we intend to improve and test the built models
on other corpora. The following oppotunity is the design of Transformer-based approches for Arabic
text summarization.
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Appendix A

Scores for the models participating in our
experiments

ROUGE-Type Recall Precision F-Score

ROUGE-1 0.215339 0.243158 0.209191

ROUGE-2 0.144716 0.16052 0.139661

ROUGE-L 0.194564 0.212636 0.188108

Table A.1: ROUGE measure scores of abstractive model.

ROUGE-Type Recall Precision F-Score

ROUGE-1 0.368118 0.357599 0.353338

ROUGE-2 0.232441 0.236253 0.227331

ROUGE-L 0.335687 0.320738 0.319749

Table A.2: ROUGE measure scores of extractive model.

ROUGE-Type Recall Precision F-Score

ROUGE-1 0.455264 0.605173 0.455129

ROUGE-2 0.417513 0.557828 0.413817

ROUGE-L 0.428564 0.58214 0.437193

Table A.3: ROUGE measure scores of Text-Rank model.
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ROUGE-Type Recall Precision F-Score

ROUGE-1 0.24738 0.26239 0.22693

ROUGE-2 0.14691 0.20263 0.153232

ROUGE-L 0.24738 0.26239 0.22693

Table A.4: ROUGE measure scores of Bert-RNN model.
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